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Putting things in perspective 





How Can You Get Started with Machine Learning? 

• Three ways, with varying complexity: 

• Use a Cloud-based or Mobile API (Vision, 
Natural Language, etc.) 

• Use an existing model architecture, and retrain 
it or fine tune on your dataset 

• Develop your own machine learning models for 
new problems

M
ore flexible, but m

ore eff
ort

 required

http://vision-explorer.reactive.ai/
https://cloud.google.com/natural-language/




What is TensorFlow

• Open source Machine Learning library 

• Especially useful for Deep Learning 

• For research and production 

• Apache 2.0 license



TensorFlow History
• DistBelief



Jeff Dean! 



You mentioned Deep Learning? Wazup?
• The first question to answer: What’s a Neural Network ? 

• Inspired by Biology: 

• Two flavours: Supervised an Unsupervised 



Base Idea of Neural Networks



This is what we are trying to solve

f(x) = y



Activation Functions



Neural Networks
• Many kinds op NNs



What happened in the last decade…

• Algorithms: This area has seen some improvements, but most of the early 
wins came from fairly old ideas. Now that Deep Learning is showing success 
we are seeing some good advances as well. 

• Datasets: Training large networks is hard without large enough datasets. 
MNIST can only go so far in pushing the limits. Having datasets like ImageNet 
has really helped pushed the state of the art in vision. 

• Compute: the biggest game changer in recent years.

https://www.youtube.com/watch?v=IheEApKdgC8&




Convolution NNs
• Large Networks 

• Lots of Input Nodes 

• Lots of Layers 

• Each Layer with a special task



TensorFlow History: The Cat

This was in 2012

It took 16,000 
computers to  
identify a cat!

http://www.apple.com


 “TensorFlow”, the name… 
Tensors: multidimensional data arrays 

[ 0.3, 0.2, 0.4, 0.5, 0.9 ]

But also:
[
  [ 0.3, 0.2, 0.4, 0.5, 0.9 ],
  [ 0.6, 0.0, 0.8, 0.5, 0.4 ],
  [ 0.2, 0.8, 0.8, 0.1, 0.3 ]
]



“TensorFlow”, the flow ?
• Math Operations 

• tf.exp   tf.pow  tf.tan  tf.sign 

• Control Flow 

• tf.cond  tf.do_while 

• Tensor Operations 

• tf.matmul tf.add   tf.reduce_sum tf.cumprod



“TensorFlow”,  the Graph
Computation is defined as a directed acyclic graph (DAG) to optimize an 
objective function 

• Graph is defined in high-level language (Python) 

• Graph is compiled and optimized 

• Graph is executed (in parts or fully) on available low level devices (CPU, GPU) 

• Data (tensors) flow through the graph 

• TensorFlow can compute gradients automatically



“TensorFlow”,  the Graph



TensorBoard Projector (new)

Recently launched  

Projector

http://projector.tensorflow.org/


“TensorFlow”,  Gradients?





Confidential & ProprietaryGoogle Cloud Platform 28

11.5 petaflops per pod





TPU 3.0

8x faster





Linear Regression & Classification

https://teachablemachine.withgoogle.com/


TensorFlow Playground





what just happened in Linear Regression ?



Writing your Applications:  
Where to start ?

• The easiest way to go (nowadays) is Docker image 

• When you start the docker image immediately a iPython Notebook is 
available 

• Start playing around with notebooks! (we can do it together!)



Code Sample 1:  Simple



Code Sample 2: Which processing unit?



Code Sample 2 : output



Code Sample 2 : result



`



What is the process ?



Examples
• https://github.com/tensorflow/

models/tree/master/research/im2txt 

• “Lip reading” 

• Human-like sound: WaveNet 

• Skin cancer detection 

• AI Experiments by Google 

• Learn how to fly

https://github.com/tensorflow/models/tree/master/research/im2txt
https://github.com/tensorflow/models/tree/master/research/im2txt
https://deepmind.com/blog/wavenet-generative-model-raw-audio/
http://hitconsultant.net/2017/01/27/stanford-researchers-develop-deep-learning-algorithm/
https://aiexperiments.withgoogle.com/
https://spectrum.ieee.org/automaton/robotics/drones/drone-uses-ai-and-11500-crashes-to-learn-how-to-fly


LSTM Networks

• Special Kind of Recurrent Neural Network: Long Short Term Network

• “Humans don’t start their thinking from scratch every second. As you read this essay, you 
understand each word based on your understanding of previous words. You don’t throw 
everything away and start thinking from scratch again. Your thoughts have persistence” 

• Best example: Google Translate



Companies using TensorFlow





Google Cloud ML Engine
Announced in October 2016 at Google Horizon Event



`



Recent developments



TensorFlow :Keras & Estimators

• A more abstract layer on top of TensorFlow. 

• Makes code more readable.  

• https://blog.keras.io/keras-as-a-simplified-interface-to-tensorflow-
tutorial.html 

• TensorFlow High-level APIs

https://blog.keras.io/keras-as-a-simplified-interface-to-tensorflow-tutorial.html
https://blog.keras.io/keras-as-a-simplified-interface-to-tensorflow-tutorial.html
https://www.youtube.com/watch?list=PLOU2XLYxmsIKGc_NBoIhTn2Qhraji53cv&v=t64ortpgS-E








Transfer Learning

• Transfer learning is a machine learning method which utilizes a pre-trained neural network. 
For example, the image recognition model called Inception-v3 consists of two parts:  

• Feature extraction part with a convolutional neural network. 

• Classification part with fully-connected and softmax layers. 

• In transfer learning, when you build a new model to classify your original dataset, you 
reuse the feature extraction part and re-train the classification part with your dataset. 
Since you don't have to train the feature extraction part (which is the most complex part 
of the model), you can train the model with less computational resources and training 
time.



GAN: Generative Adversarial Networks
• http://blog.aylien.com/introduction-generative-adversarial-networks-code-

tensorflow/ 

• http://blog.evjang.com/2016/06/generative-adversarial-nets-in.html 

• https://bamos.github.io/2016/08/09/deep-completion/ 

• https://arxiv.org/pdf/1701.00160.pdf 

• A new area of research where “generation of output” is done (here’s a 
popular one)

http://blog.aylien.com/introduction-generative-adversarial-networks-code-tensorflow/
http://blog.aylien.com/introduction-generative-adversarial-networks-code-tensorflow/
http://blog.evjang.com/2016/06/generative-adversarial-nets-in.html
https://bamos.github.io/2016/08/09/deep-completion/
https://arxiv.org/pdf/1701.00160.pdf
http://www.valuewalk.com/wp-content/uploads/2017/08/FaceApp.jpg


Using in Production on ML Engine









Possibilities…many, but I want to 
highlight one specifically





Solution space



– Aja Huang

“The possibilities and power are innumerable” 







https://www.youtube.com/watch?time_continue=2&v=tXlM99xPQC8


What’s next ?
• tensorflow.org 

• github.com/tensorflow 

• Want to learn more? 

• Udacity class on Deep Learning, goo.gl/iHssII 

• https://www.tensorflow.org/tutorials/ 

• Guides, codelabs, videos 

• MNIST for Beginners, goo.gl/tx8R2b 

• TF Learn Quickstart, goo.gl/uiefRn 

• TensorFlow for Poets, goo.gl/bVjFIL 

• ML Recipes, goo.gl/KewA03 

• TensorFlow and Deep Learning without a 
PhD, goo.gl/pHeXe7

http://github.com/tensorflow
http://goo.gl/iHssII
https://www.tensorflow.org/tutorials/
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Final Note, by the man himself!



Thanks! 
www.tensorflow.org 

https://cloud.google.com/free/

http://www.tensorflow.org
https://cloud.google.com/free/

